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1 Gradient Ascent, Series Games, and Parallel Games

1.1 Gradient ascent

Here, we will describe a low regret (in the sense that RT /T → 0 as T → ∞) learning
algorithm for a two player zero-sum game. This will complete our proof of the von Neumann
minimax theorem.

Fix x1 ∈ ∆m. On round t, play xt, observe yt, and choose

xt+1 = P∆m(xt + ηAyt),

where η us a step size and P∆m is the projection onto ∆m:

P∆m(x) = arg min
a∈∆m

‖a− x‖22.

Note that if F (x) = x>Ayt, ∇F (x) = Ayy. This is a “gradient ascent” algorithm because
Ayt is the gradient of the payoff when the column player plays yt.

Theorem 1.1. Let G = maxy∈∆n ‖Ay‖. Then the gradient ascent algorithm with η =√
2/(G2T ) has regret

RT ≤
√

2G2T .

Proof. Note that

Rt = max
x∈∆m

T∑
t=1

x>Ayy −
T∑
t=1

x>t Ayt

= max
x∈∆m

T∑
t=1

(x− xt)>Ayy.

Fix a strategy x. How does ‖x− xt‖ evolve?

‖x− xt+1‖ = ‖x− P∆m(xt + ηAyt)‖
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The distance to the projection is at most the distance to the original point.

≤ ‖x− xt − ηAyt‖

Use the identity that ‖a+ b‖2 = ‖a‖2 + 2a · b+ ‖b‖2.

= ‖x− xt‖2 − 2η(x− xt)>Ayt + η2‖Ayt‖.

So we get that

2η(x− xt)>Ayt ≤ ‖x− xt‖2 − ‖x− xt+1‖2 + η2‖Ayt‖2.

We can use this inequality to get

T∑
t=1

(x− xt)>Ayt ≤
1

2η

T∑
t=1

(‖x− xt‖2 − ‖x− xt+1‖2) +
η

2

T∑
t=1

‖Ayt‖2

=
1

2η
(‖x− x1‖2 − ‖x− xT+1‖2) +

η

2

T∑
t=1

‖Ayt‖2

≤ 2

η
+
ηTG2

2
.

Choosing η =
√

2/(G2T ) and taking the max over x on the left side gives the result.

1.2 Series and parallel games

1.2.1 Series games

Say we have two games, G1 and G2. How can we combine these into a single game?

Definition 1.1. A series game is a game in which every turn, both players first play G1

then both play G2.

If the players play x1 and y1 in G1 and then x2 and y2 in G2, the payoff is x>1 Ay1 +
x>2 A2y2. The two games decouple; Player 1 should play x∗1 and x∗2, and Player 2 should
play y∗1 and y∗2. If G1 has value V1, and G2 has value V2, the series game has value V1 +V2.

1.2.2 Parallel games

Definition 1.2. A parallel game is a game in which both players simultaneously decide
which game to play, and an action in that game. If they choose the same game, they get
the payoff from that game. If they choose different games, the payoff is 0.
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Player 1 can either play x1 in G1 or x2 in G2. Player 2 can either play y1 in G1 or
y2 in G2. If they both play G1, the payoff is x>1 A1y1. If they both play G2, the payoff is
x>2 sA2y2. Otherwise, the payoff is 0. So the matrix for the game can be expressed as a
block matrix: (

A1 0
0 A2

)
.

We can split the decisions into choosing a mixture of games and then, with in each
game, choosing a strategy. Withing G1, Player 1 only needs to consider payoffs in G1; if
Player II chooses G2, the payoff is 0, so Player 1 is indifferent about actions in that case.
Thus, the players should play optimal strategies within each game, and the only choice is
which game to play. So we can reduce the payoff matrix to involve V1 and V2 only:(

V1 0
0 V2

)
.

We can solve this to find that Player 1 should play G1 with probability

V2

V1 + V2

and that the value of the game is

V =
1

1/V1 + 1/V2
.

What if we are playing k games in parallel? The payoff matrix becomes
V1 0 · · · 0

0 V2
. . . 0

...
. . .

. . .
...

0 0 · · · Vk

 .

If any entries are 0, this is a saddle point. If all entries are nonzero, the matrix is invertible
and we can solve it by taking the inverse, as before. We also get

V =
1

1/V1 + · · ·+ 1/Vk
.

1.2.3 Electric networks

The way values combine in these games is identical to the way resistances combine in
electric networks. For resistors connected in series, the equivalent resistance is the sum of
the resistances of the resistors. For resistors connected in parallel, the equivalent resistance
is the reciprocal of the sum of the reciprocals of the resistances.

3


	Gradient Ascent, Series Games, and Parallel Games
	Gradient ascent
	Series and parallel games
	Series games
	Parallel games
	Electric networks



